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a b s t r a c t

In the recent years, there has been an increasing interest in discontinuous Galerkin time
domain (DGTD) methods for the solution of the unsteady Maxwell equations modeling
electromagnetic wave propagation. One of the main features of DGTD methods is their abil-
ity to deal with unstructured meshes which are particularly well suited to the discretiza-
tion of the geometrical details and heterogeneous media that characterize realistic
propagation problems. Such DGTD methods most often rely on explicit time integration
schemes and lead to block diagonal mass matrices. However, explicit DGTD methods are
also constrained by a stability condition that can be very restrictive on highly refined
meshes and when the local approximation relies on high order polynomial interpolation.
An implicit time integration scheme is a natural way to obtain a time domain method
which is unconditionally stable but at the expense of the inversion of a global linear system
at each time step. A more viable approach consists of applying an implicit time integration
scheme locally in the refined regions of the mesh while preserving an explicit time scheme
in the complementary part, resulting in an hybrid explicit–implicit (or locally implicit)
time integration strategy. In this paper, we report on our recent efforts towards the
development of such a hybrid explicit–implicit DGTD method for solving the time domain
Maxwell equations on unstructured simplicial meshes. Numerical experiments for 3D
propagation problems in homogeneous and heterogeneous media illustrate the possibili-
ties of the method for simulations involving locally refined meshes.

� 2009 Elsevier Inc. All rights reserved.

1. Introduction

Nowadays, a variety of methods exist for the numerical treatment of the time domain Maxwell equations, ranging from
the well established and still prominent finite-difference time domain (FDTD) methods based on Yee’s scheme [27,25] to the
more recent finite element time domain (FETD) and discontinuous Galerkin time domain (DGTD) methods [20,14,4,11,18,6].
The use of unstructured meshes (based on quadrangles or triangles in two space dimensions, and hexahedra or tetrahedra in
three space dimensions) is an intrinsic feature of the latter methods which can thus easily deal with complex geometries and
heterogeneous propagation media. They also define the natural route to the so-called hp-adaptive solution strategies [9].
Unfortunately, local mesh refinement can lead to a very restrictive time step in order to preserve the stability of the explicit
time integration schemes which are most often adopted in FETD and DGTD methods. There are basically two directions to
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cure this efficiency problem. The first one consists of using a local time stepping strategy combined to an explicit time inte-
gration scheme, while the second approach relies on the use of an implicit or a hybrid explicit–implicit time integration
scheme.

A few implicit variants of Yee’s FDTD method have been developed among which, the alternating direction implicit finite-
difference time domain (ADI–FDTD) method [19] which is a non-dissipative implicit FDTD method. The development of im-
plicit discontinuous Galerkin methods for the solution of time dependent problems has been less impressive than for their
explicit counterparts. In Ref. [3], an implicit DGTD method is proposed for the solution of the 2D Maxwell equations on tri-
angular meshes. This method combines an arbitrary high order discontinuous Galerkin method for the discretization in space
with a second-order Cranck–Nicolson scheme for time integration. At each time step, a multifrontal sparse LU method is
used for solving the linear system resulting from the discretization in space. When the simulations involve locally refined
meshes and despite the computational overhead of the solution of a linear system at each time step, the resulting implicit
DGTD method allows for a noticeable reduction of the computing time with regards to its explicit counterpart based on a
Leap–Frog scheme, for comparable accuracy levels. However, in the 3D case, a globally implicit method based on a sparse
direct solver suffers from large memory overheads.

Explicit–implicit methods for the solution of the system of Maxwell equations have been studied by several authors with
the shared goal of designing numerical methodologies able to deal with hybrid structured–unstructured meshes. For exam-
ple, a stable hybrid FDTD–FETD method is considered in Ref. [23], while Degerfeldt and Rylander [8] propose a FETD method
with stable hybrid explicit–implicit time stepping working on brick–tetrahedral meshes that do not require an intermediate
layer of pyramidal elements. The implicit Newmark time stepping scheme is employed for the tetrahedral elements which
allows for local mesh refinement while avoiding a reduced time step. For the brick elements, spatial lumping and explicit
time stepping is employed, resulting in the application of the standard finite-difference time domain scheme. In Ref. [15],
the authors study the application of explicit–implicit Runge–Kutta (so-called IMEX-RK) methods in conjunction with high
order discontinuous Galerkin discretizations on unstructured triangular meshes, in the framework of unsteady compressible
flow problems (i.e. the numerical solution of Euler or Navier–Stokes equations). Originally developed to solve the stiff oper-
ator of convection–diffusion–reaction models, IMEX-RK methods are in this work used for separating the time integration of
stiff and non-stiff portions of the computational domain with regards to grid-induced stiffness. Another notable feature of
this work is the application of automatic error-based time step controllers exploiting the fact that IMEX-RK methods provide
embedded schemes which allow for the evaluation of a temporal error.

The present work is concerned with the development of a non-dissipative hybrid explicit–implicit DGTD method for solv-
ing the time domain Maxwell equations on unstructured simplicial meshes. The hybrid explicit–implicit DGTD method con-
sidered here has been initially introduced in Ref. [21]. However, to our knowledge, this hybrid explicit–implicit DGTD
method has not been investigated numerically so far for the simulation of realistic electromagnetic wave propagation prob-
lems. We conduct such a numerical investigation here for 3D propagation problems in homogeneous and heterogeneous
media. We also propose a complete stability analysis of the method based on energetic considerations, extending a partial
result obtained in Ref. [21]. The rest of the paper is organized as follows: in Section 2, we state the initial and boundary value
problem to be solved; the discretization in space by a discontinous Galerkin method is discussed in Section 3 while the inte-
gration in time is considered in Section 4; the stability of the hybrid explicit–implicit DGTD method is treated in Section 5;
numerical results for 3D problems are reported in Section 6; finally, Section 7 concludes this paper and discusses future
works.

2. Continuous problem

We consider the Maxwell equations in three space dimensions for heterogeneous linear isotropic media with no source.
The electric field ~Eð~x; tÞ ¼ tðEx; Ey; EzÞ and the magnetic field ~Hð~x; tÞ ¼ tðHx;Hy;HzÞ verify:

�@t
~E� curl~H ¼ �~J;

l@t
~H þ curl~E ¼ 0;

(
ð1Þ

where the symbol @t denotes a time derivative and~Jð~x; tÞ is a current source term. These equations are set on a bounded poly-
hedral domain X of R3. The permittivity �ð~xÞ and the magnetic permeability tensor lð~xÞ are varying in space, time-invariant
and both positive functions. Our goal is to solve system (1) in a domain X with boundary @X ¼ Ca [ Cm, where we impose the
following boundary conditions:

~n�~E ¼ 0 on Cm;

~n�~E�
ffiffiffi
l
e

q
~n� ð~H �~nÞ ¼~n�~Einc �

ffiffiffi
l
e

q
~n� ð~Hinc �~nÞ on Ca:

8<
: ð2Þ

Here, ~n denotes the unit outward normal to @X and ð~Einc; ~HincÞ is a given incident field. The first boundary condition is
called metallic (referring to a perfectly conducting surface) while the second condition is called absorbing and takes here
the form of the Silver–Müller condition which is a first order approximation of the exact absorbing boundary condition. This
absorbing condition is applied on Ca which represents an artificial truncation of the computational domain. Finally, system
(1) is supplemented with initial conditions: ~E0ð~xÞ ¼~Eð~x; tÞ and ~H0ð~xÞ ¼ ~Hð~x; tÞ.
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3. Discretization in space

We consider a partition T h of X into a set of tetrahedra si of size hi with boundary @si such that h ¼maxsi 2 T h
hi. For each

si;Vi denotes its volume, and �i and li are respectively the local electric permittivity and magnetic permeability of the med-
ium, which are assumed constant inside the element si. For two distinct tetrahedra si and sk in T h, the intersection si \ sk is a
triangle aik which we will call interface. For each internal interface aik, we denote by Aik the measure of aik and by ~nik the
unitary normal vector, oriented from si to sk. For the boundary interfaces, the index k corresponds to a fictitious element
outside the domain. We denote by F I

h the union of all interior interfaces of T h, by F B
h the union of all boundary interfaces

of T h, and by F h ¼ F I
h [ F B

h. Furthermore, we identify F B
h to @X since X is a polyhedron. Finally, we denote by V i the set

of indices of the elements which are neighbors of si (having an interface in common). We also define the perimeter Pi of
si by Pi ¼

P
k2Vi

Aik.
We have the following geometrical property for all elements:

P
k2Vi

Aik~nik ¼ 0.
In the following, to simplify the presentation, we set~J ¼ 0. For a given partition T h, we seek approximate solutions to (1)

in the finite dimensional subspace:

VpðT hÞ ¼ f~v 2 L2ðXÞ3 : vk jsi
2 PpðsiÞ; for k ¼ 1; and 8si 2 T hg; ð3Þ

where PpðsiÞ denotes the space of nodal polynomial functions of degree at most p inside the element si.
Following the discontinuous Galerkin approach, the electric and magnetic fields inside each finite element are searched

for as linear combinations ð~Ei; ~HiÞ of linearly independent basis vector fields ~uij;1 6 j 6 d, where d denotes the local number
of degrees of freedom inside si. Let P ¼ Spanð~uij;1 6 j 6 dÞ. The approximate fields ð~Eh; ~HhÞ, defined by ð8i;~Ehjsi

¼
~Ei; ~Hhjsi

¼ ~HiÞ are allowed to be completely discontinuous across element boundaries. For such a discontinuous field ~Uh,
we define its average f~Uhgik through any internal interface aik, as f~Uhgik ¼ ð~Uijaik

þ ~Ukjaik
Þ=2. Note that for any internal inter-

face aik; f~Uhgki ¼ f~Uhgik. Because of this discontinuity, a global variational formulation cannot be obtained. However, dot-
multiplying (1) by any given vector function ~u 2 P, integrating over each single element si and integrating by parts, yields:R

si
~u � �i@t

~E ¼
R
si

curl~u � ~H�
R
@si
~u � ð~H�~nÞ;R

si
~u � li@t

~H ¼ �
R
si

curl~u �~Eþ
R
@si
~u � ð~E�~nÞ:

8<
: ð4Þ

In Eq. (4), we now replace the exact fields ~E and ~H by the approximate fields ~Eh and ~Hh in order to evaluate volume inte-
grals. For integrals over @si, a specific treatment must be introduced since the approximate fields are discontinuous through
element faces, leading to the definition of a numerical flux. We choose to use a fully centered numerical flux, i.e.
8i; 8k 2 V i;~Ejaik

’ f~Ehgik;
~Hjaik

’ f~Hhgik. The metallic boundary condition (first relation of (2)) on a boundary interface
aik 2 Cm (k in the element index of the fictitious neighboring element) is dealt with weakly, in the sense that traces of fic-
titious fields~Ek and ~Hk are used for the computation of numerical fluxes for the boundary element si. More precisely, we set
~Ekjaik

¼ �~Eijaik
and ~Hkjaik

¼ ~Hijaik
. Similarly, the absorbing boundary condition (second relation of (2)) is taken into account

through the use of a fully upwind numerical flux for the evaluation of the corresponding boundary integral over aik 2 Ca

(see [3] for more details). Evaluating the surface integrals in (4) using the centered numerical flux, and re-integrating by
parts yields:R

si
~u � �i@t

~Ei ¼ 1
2

R
si
ðcurl~u � ~Hi þ curl~Hi � ~uÞ � 1

2

P
k2V i

R
aik
~u � ð~Hk �~nikÞ;

R
si
~u � li@t

~Hi ¼ � 1
2

R
si
ðcurl~u �~Ei þ curl~Ei � ~uÞ þ 1

2

P
k2V i

R
aik
~u � ð~Ek �~nikÞ:

8>><
>>: ð5Þ

Eq. (5) can be rewritten in terms of scalar unknowns. Inside each element, the fields are re-composed according to
~Ei ¼

P
16j6dEij~uij and ~Hi ¼

P
16j6dHij~uij and let us now denote by Ei and Hi, respectively the column vectors ðEilÞ16l6d and

ðHilÞ16l6d. Then, (5) is equivalent to:

M�
i

dEi
dt ¼ KiHi �

P
k2Vi

SikHk;

Ml
i

dHi
dt ¼ �KiEi þ

P
k2Vi

SikEk;

8>><
>>: ð6Þ

where the symmetric positive definite mass matrices Mr
i ðr stands for � or lÞ, the symmetric stiffness matrix Ki and the sym-

metric interface matrix Sik (all of size d� d) are given by:

ðMr
i Þjl ¼ ri

Z
si

t~uij � ~uil;

ðKiÞjl ¼
1
2

Z
si

t~uij � curl~uil þ t~uil � curl~uij;

ðSikÞjl ¼
1
2

Z
aik

t~uij � ð~ukl �~nikÞ:
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4. Time discretization

The choice of the time discretization method is a crucial step for the global efficiency of the numerical method. The tem-
poral integration methods are divided into two major families: implicit and explicit schemes. Implicit schemes require the
solution of large linear systems resulting in a high computational effort per time iteration and the viability of such a scheme
strongly depends on the efficiency of the used linear system solver. The advantage of implicit schemes is their robustness
concerning the choice of the time step used than can be chosen arbitrarily large in the case of an unconditionally stable
scheme. Thus, a simulation requires only a small number of time iterations, but every time step is burdened by a high
numerical effort. Explicit schemes in contrast are easy to implement, produce greater accuracy with less computational ef-
fort than implicit methods, but are restricted by a stability criterion enforcing a close linkage of the time step to the spatial
discretization parameter. This restriction may result in a large number of iterations per analysis, each iteration with a low
computational effort. Then, a possible alternative is to combine the strengths of both schemes by applying an implicit time
integration scheme locally in the refined regions of the mesh while preserving an explicit time scheme in the complementary
part, resulting in an hybrid explicit–implicit (or locally implicit) time integration strategy.

The set of local system of ordinary differential equations for each si (6) can be formally transformed in a global system. To
this end, we suppose that all electric (resp. magnetic) unknowns are gathered in a column vector E (resp. H) of size dg ¼ NT h

d
where NT h

stands for the number of elements in T h. Also, for the sake of simplicity, we assume from now that Ca ¼ ;. Then
system (6) can be rewritten as:

M� dE
dt ¼ KH�AH� BH;

Ml dH
dt ¼ �KEþAE� BE;

(
ð7Þ

where we have the following definitions and properties:

� M�;Ml and K are dg � dg block diagonal matrices with diagonal blocks equal to M�
i ;M

l
i and Ki respectively. Therefore M�

and Ml are symmetric positive definite matrices, and K is a symmetric matrix.
� A is also a dg � dg block sparse matrix, whose non-zero blocks are equal to Sik when aik is an internal interface of the mesh.

Since ~nki ¼ �~nik, it can be checked that ðSikÞjl ¼ ðSkiÞlj and then Ski ¼ tSik; thus A is a symmetric matrix.
� B is a dg � dg block diagonal matrix, whose non-zero blocks are equal to Sik when aik is a metallic boundary interface of the

mesh. In that case, ðSikÞjl ¼ �ðSikÞlj; thus B is a skew-symmetric matrix.

Consequently, if we set S ¼ K�A� B, the system (7) rewrites as:

M� dE
dt ¼ SH;

Ml dH
dt ¼ �tSE:

(
ð8Þ

4.1. Explicit time scheme

The semi-discrete system (8) can be time integrated using a second-order Leap–Frog scheme as:

M� Enþ1�En

Dt

� �
¼ SHnþ1

2;

Ml H
nþ3

2�H
nþ1

2

Dt

� �
¼ �tSEnþ1:

8><
>: ð9Þ

The resulting fully explicit DGTD-Pp method is analyzed in Ref. [11] where it is shown that the method is non-dissipative,
conserves a discrete form of the electromagnetic energy and is stable under the CFL-like condition:

Dt 6
2
d2
; with d2 ¼ ðM�lÞ

1
2tSðM��Þ

1
2

��� ���; ð10Þ

where k:k denote the canonical norm of a matrix ð8X; kAXk 6 kAkkXkÞ, and the matrix ðM�rÞ
1
2 is the inverse square root of Mr.

4.2. Implicit time scheme

Alternatively, the semi-discrete system (8) can be time integrated using a second-order Crank–Nicolson scheme as:

M� Enþ1�En

Dt

� �
¼ S HnþHnþ1

2

� �
;

Ml Hnþ1�Hn

Dt

� �
¼ �tS EnþEnþ1

2

� �
:

8><
>: ð11Þ

Such a fully implicit DGTD-Pp method is considered in Ref. [3] for the solution of the 2D Maxwell equations. In particular,
the resulting method is unconditionally stable.
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4.3. Hybrid explicit–implicit time scheme

As mentioned above, explicit and implicit time scheme based methods have their own advantages and drawbacks. When
the underlying mesh is locally refined a more viable approach consists of applying an implicit time scheme locally in the
refined regions of the mesh, while preserving an explicit time scheme in the complementary part, resulting in an hybrid ex-
plicit–implicit (or locally implicit) time integration strategy. We consider here a method of this kind that was recently pro-
posed in Ref. [21]. The set of elements si of the mesh is now assumed to be partitioned into two subsets: one made of the
smallest elements and the other one gathering the remaining elements. In the following, these two subsets are respectively
referred as Si and Se. The distinction between the two subsets can be done according to a geometrical threshold, or/and a
physical criterion as well. Note that there is no need of a particular assumption on the connectivity of the two subsets. In
the proposed hybrid time scheme, the small elements are handled using a Crank–Nicolson scheme while all other elements
are time advanced using a variant of the classical Leap–Frog scheme known as the Verlet method. In the Verlet method, the
fields H and E are defined at the same time station and time integration proceeds in three sub-steps: (1) H is time advanced
from tn to tnþ1

2 with time step Dt=2, (2) E is time advanced from tn to tnþ1 with time step Dt and (3) H is time advanced from
tnþ1

2 to tnþ1 with time step Dt=2. Then, starting from the values of the fields at time tn ¼ nDt, the proposed hybrid explicit–
implicit time integration scheme consists of three sub-steps:

(1) the components of H and E associated to the set Se are time advanced from tn to tnþ1
2 with time step Dt=2 using a

pseudo-forward Euler scheme,
(2) the components of H and E associated to the set Si are time advanced from tn to tnþ1 with time step Dt using the

Crank–Nicolson scheme,
(3) the components of H and E associated to the set Se are time advanced from tnþ1

2 to tnþ1 with time step Dt=2 using the
reversed pseudo-forward Euler scheme.

In order to further describe this scheme, we introduce additional definitions. First, the problem unknowns are reordered as:

E ¼
Ee

Ei

� �
and H ¼

He

Hi

� �
;

where sub-vectors with an e subscript (respectively, an i subscript) are associated to the elements of the set Se (respectively,
the set Si). We deduce from this partitioning of the unknown vectors the following decompositions of the system matrices:

Me ¼
Me

e O

O Mi
e

� �
; Ml ¼ Ml

e O

O M
l
i

� �
;

K ¼ Ke O

O Ki

� �
; B ¼ Be O

O Bi

� �
:

where Me
e=i and M

l
e=i are symmetric positive definite matrices, Ke=i are symmetric matrices and Be=i are skew-symmetric

matrices. The matrix A which involves the interface matrices Sik is decomposed as:

A ¼
Aee Aei

Aie Aii

� �
;

where Aee and Aii are symmetric matrices, and Aei ¼ tAie. Introducing the two symmetric matrices Se ¼ Ke �Aee � Be and
Si ¼ Ki �Aii � Bi, the global system of ordinary differential Eq. (8) can be split into two systems:

Me
e

dEe
dt ¼ SeHe �AeiHi;

Ml
e

dHe
dt ¼ �tSEe þAeiEi;

(

Me
i

dEi
dt ¼ SiHi �AieHe;

M
l
i

dHi
dt ¼ �tSEi þAieEe:

( ð12Þ

Then, the proposed hybrid explicit–implicit algorithm consists of the following steps:

Ml
e

H
nþ1

2
e �Hn

e
Dt=2

� �
¼ �tSeE

n
e þAeiE

n
i ;

Me
e

E
nþ1

2
e �En

e
Dt=2

� �
¼ SeH

nþ1
2

e �AeiH
n
i ;

8>>><
>>>:

Me
i

Enþ1
i
�En

i
Dt

� �
¼ Si

Hnþ1
i
þHn

i
2

� �
�AieH

nþ1
2

e ;

M
l
i

Hnþ1
i
�Hn

i
Dt

� �
¼ �tSi

Enþ1
i
þEn

i
2

� �
þAieE

nþ1
2

e

8><
>:

Me
e

Enþ1
e �E

nþ1
2

e
Dt=2

� �
¼ SeH

nþ1
2

e �AeiH
nþ1
i ;

Ml
e

Hnþ1
e �H

nþ1
2

e
Dt=2

� �
¼ �tSEnþ1

e þAeiE
nþ1
i :

8>>><
>>>:

ð13Þ
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5. Stability of the hybrid explicit–implicit DGTD-Ppmethod

In Ref. [21], the author shows that the hybrid explicit–implicit scheme (13) for time integration of the semi-discrete sys-
tem (8) associated to the DGTD-Pp method exactly conserves the following quadratic form of the numerical unknowns En

e ; E
n
i ,

Hn
e and Hn

i :

En ¼ En
e þ E

n
i þ E

n
h with

En
e ¼ tEn

eM
e
eE

n
e þ tH

nþ1
2

e Ml
e H

n�1
2

e ;

En
i ¼ tEn

i M
e
i E

n
i þ tHn

i M
l
i Hn

i ;

En
h ¼ � Dt2

4
tHn

i
tAeiðMe

eÞ
�1

AeiH
n
i ;

8>><
>>: ð14Þ

as far as Ca ¼ ;. However, the condition under which En is a positive definite quadratic form and thus represents a discrete
form of the electromagnetic energy is not given. In the following, we state a condition on the global time step Dt such that En

is a positive definite quadratic form.

Lemma 1. The discrete electromagnetic energy En given by Eq. (14) is a positive definite quadratic form of the numerical
unknowns En

e , En
i ;H

n
e and Hn

i if:

Dt 6
2

ae þmaxðbei; ceiÞ
with

ae ¼ kðMe
eÞ
�1

2SeðMl
e Þ
�1

2k;
bei ¼ kðMe

eÞ
�1

2AeiðMl
i Þ
�1

2k;

cei ¼ kðMl
e Þ
�1

2AeiðMe
i Þ
�1

2k;

8>><
>>: ð15Þ

where k:k denotes a matrix norm and the matrix ðMr
e=iÞ
�1

2 is the inverse of the square root of the matrix Mr
e=i (r stands for e or l).

Proof. We rewrite the first and the last relations of the hybrid explicit–implicit algorithm (13) as:

Ml
e H

n�1
2

e ¼Ml
e Hn

e � Dt
2 �tSeE

n
e þAeiE

n
i

� 	
;

Ml
e H

nþ1
2

e ¼Ml
e Hn

e þ Dt
2 �tSeE

n
e þAeiE

n
i

� 	
:

8<
: ð16Þ

Multiplying the first relation of (16) by tH
nþ1

2
e whose expression is deduced from the second relation of (16) leads to:

tH
nþ1

2
e Ml

e H
n�1

2
e ¼ tHn

eM
l
e Hn

e �
Dt2

4
t �tSeE

n
e þAeiE

n
i

� 	
ðMl

e Þ
�1 �tSeE

n
e þAeiE

n
i

� 	
:

Then, the explicit part of the discrete electromagnetic energy (14) yields:

En
e ¼ kðMe

eÞ
1
2En

ek
2 þ tH

nþ1
2

e Ml
e H

n�1
2

e ¼ kðMe
eÞ

1
2En

ek
2 þ kðMl

e Þ
1
2Hn

ek
2 � Dt2

4
kðMl

e Þ
�1

2 �tSeE
n
e þAeiE

n
i

� 	
k2
:

Denoting by P ¼ kðMl
e Þ
�1

2ð�tSeE
n
e þAeiE

n
i Þk

2, we have that:

P 6 kðMl
e Þ
�1

2tSeE
n
ek

2 þ kðMl
e Þ
�1

2AeiE
n
i k

2 þ 2kðMl
e Þ
�1

2tSeE
n
ekkðMl

e Þ
�1

2AeiE
n
i k

6 a2
ekðMe

eÞ
1
2En

ek
2 þ c2

eikðMe
i Þ

1
2En

i k
2 þ 2aeceikðMe

eÞ
1
2En

ekkðMe
i Þ

1
2En
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where the last relation has been obtained using the inequality 2ab 6 a2 þ b2. We deduce from (17) that:
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For the implicit part of the discrete electromagnetic energy (14) we have:
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2
: ð19Þ

Gathering (18) and (19) yields:
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Using the simple relations:

a2
e þ aecei ¼ ðae þ ceiÞ
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(

we modify (20) as:
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V. Dolean et al. / Journal of Computational Physics 229 (2010) 512–526 517



Author's personal copy

Finally, the hybrid part of the discrete electromagnetic energy (14) yields:
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Gathering (21) and (22) leads to:
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Finally, using the relation:

1� Dt2

4
b2

ei ¼ 1� Dt2

4
ðae þ beiÞ

2 þ ða2
e þ 2aebeiÞ;

allows to obtain that under the conditions:

Dt 6
2

ae þ cei
and Dt 6

2
ae þ bei

;

that is:

Dt 6
2

maxðae þ cei;ae þ beiÞ
¼ 2

ae þmaxðcei;beiÞ
;

En is a positive definite quadratic form of the numerical unknowns En
e ; E

n
i ;H

n
e and Hn

i and (15) states a sufficient condition for
the stability of the hybrid explicit–implicit DGTD-Pp method (13). h

In summary, (15) states that the stability of the hybrid explicit–implicit DGTD-Pp method is deduced from a criterion
which is essentially the one obtained for the fully explicit method here restricted to the subset of explicit elements Se, aug-
mented by two terms involving elements of the implicit subset Si associated to hybrid internal interfaces (i.e. interfaces aik

such that si 2 Se and sk 2 Si). We note that when Si ¼ ;we get back the condition (10) obtained for the fully explicit scheme.
Moreover, if the parameters e and l are piecewise constant then we have that:

Me
e;i ¼ DeMe;i and M

l
e;i ¼ DlMe;i;

where De and Dl are diagonal matrices whose entries are the elementwise values ei and li, respectively, and:

ae ¼ kDckkðMeÞ�
1
2SeðMeÞ�

1
2k;bei ¼ cei ¼ kDckkðMeÞ�

1
2AeiðMiÞ�

1
2k;

where Dc denotes the diagonal matrix whose entries are the elementwise values of the propagation speed ci ¼ 1=
ffiffiffiffiffiffiffiffiffi
�ili
p

. We
have that kDck is equal to cmax ¼maxðciÞi.e. to the spectral radii of Dc . In that case, the stability condition writes:

cmaxDt 6
2

ae þ bei
6

2
ae
;

which shows that the stability of the explicit part of the algorithm is guaranteed.
In Ref. [11], the following local condition:

8j;8k 2 V j; cjDt 2aj þ bjk max

ffiffiffiffiffiffi
lj

lk

s
;

ffiffiffiffiffi
ej

ek

r ! !
<

4Vj

Pj
; ð24Þ

is proposed for the computation of the global time step where Vi and Pi respectively denote the volume and the perimeter of
element si and where ai and bikðk 2 V iÞ are dimensionless constants such that:

8~X 2 P;
kcurl~Xksi

6
aiPi
Vi
k~Xksi

;

k~Xk2
aik
6

bikAik
Vi
k~Xk2

si
;

8<
: ð25Þ

where and k~Xksi
and k~Xkaik

denote the L2-norms of the vector field ~X over si and the interface aik respectively. From the prac-
tical point of view, condition (24) is implemented by looping over the internal interfaces of the mesh T h. Clearly, obtaining
the global time step verifying (15) can proceed similarly by applying condition (24) to the explicit internal interfaces (i.e.
interfaces aik such that both si and sk belong to Se) and hybrid internal interfaces (i.e. interfaces aik such that si 2 Se and
sk 2 Si or vice versa).
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6. Numerical and performance results

In this section, we apply the proposed hybrid explicit–implicit DGTD-Pp method to the simulation of 3D electromagnetic
wave propagation problems (2D problems are considered in Ref. [10]) The implicit system of equations associated to the
mesh elements in the subset Si is solved using the MUMPS optimized sparse direct solver [1]. In the tables of this section,
�RAM ðLUÞ� is the memory overhead for computing and storing the sparse L and U factors, while� Time ðLUÞ � gives the
factors construction time. Moreover, the geometric criterion used for the definition of the subsets Si and Se is chosen to be:

cgðsiÞ ¼ 4 min
j 2 V i

V iVj

PiPj
; ð26Þ

where Vi and Pi respectively denote the volume and the perimeter of the tetrahedron si and where we recall that
V i ¼ fjjsi \ sj – 0g.

Table 1
Scattering of a plane wave by an aircraft. Definition of the subsets Se and Si for different values of cg .

cg threshold jSej jSij CFLi

0.0125 2,024,320 604 1.81
0.0175 2,022,464 2460 2.53
0.02 2,018,543 6381 2.90

Fig. 1. Scattering of a plane wave by an aircraft. Triangulation (left) and contour lines of jEj (right) on the aircraft surface.
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Fig. 2. Scattering of a plane wave by an aircraft: distribution of the geometric criterion.
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Fig. 3. Scattering of a plane wave by an aircraft. Time evolution of the Ez component at a selected point.

Table 2
Scattering of a plane wave by an aircraft. Definition of the subsets Se and Si for different values of cg .

cg threshold (m) RAM (LU) (MB) Time (LU) (s) Total time

0.0125 12 0.3 6 h 39 min
0.0175 48 1.5 4 h 44 min
0.02 117 4.2 4 h 08 min

Fig. 4. Exposure of head tissues to a localized source radiation: surface meshes of the skin, skull and brain.
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6.1. Scattering of a plane wave by an aircraft

The problem under consideration is the simulation of the scattering of a plane wave by an aircraft geometry. The fre-
quency of the incident field is F = 200 MHz (the wavelength is k ¼ 1:5 m. The computational domain is artificially bounded
by a parallelepipedic box on which the Silver–Müller condition is imposed. The underlying tetrahedral mesh consists of
360,495 vertices and 2,024,924 tetrahedra. The minimum and maximum lengths of the mesh edges are respectively equal
to 9:16 � 10�3 m (which corresponds to � k=163 m and 6:83 � 10�1 m (which corresponds to � k=2:2 m. The minimum
and maximum values of the time step are respectively equal to ðDtÞm ¼ 7:7 picoseconds and ðDtÞM ¼ 444:3 picoseconds
(the ratio d ¼ ðDtÞM=ðDtÞm ¼ 58Þ. The distribution of the criterion (26) for the tetrahedral mesh at hand is shown on
Fig. 2. The simulations discussed here have been performed on a workstation equipped with an Intel Xeon 2.33 GHz proces-
sor and 32 GB of RAM memory. We report on results obtained using the fully explicit and hybrid explicit–implicit DGTD-P1

Fig. 5. Exposure of head tissues to a localized source radiation: simplified mobile phone model.
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Fig. 6. Exposure of head tissues to a localized source radiation: distribution of the geometric criterion.

Table 3
Exposure of head tissues to a localized source radiation: electromagnetic characteristics of tissues.

Tissue er k (mm)

Vaccum 1.00 166.66
Skin 43.85 26.73
Skull 15.56 42.25
CSF 67.20 20.33
Brain 43.55 25.26
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methods. The contour lines of jEj on the surface of the aircraft, for a physical simulation time corresponding to five periods of
the incident wave, are shown on Fig. 1. Time evolutions of the Ez component at a selected point are compared on Fig. 3. Per-
formance results for the simulations based on the hybrid explicit–implicit DGTD-P1 method are summarized in Table 2 for

Table 4
Exposure of head tissues to a localized source radiation. Definition of the subsets Se and Si .

cg threshold (m) jSej jSij CFLi

0.0006 1,858,469 31,513 27.24(P1)/15.13(P2)

Fig. 7. Exposure of head tissues to a localized source radiation. Contour lines of jRðEÞj (in log scale) on the skin, skull and brain surfaces: hybrid explicit–
implicit DGTD-P1 (left) and DGTD-P2 (right) methods.
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the configurations of the partitioning of mesh elements defined in Table 1. The simulation using the fully explicit DGTD-P1

method gives the reference computing time which is equal to 25 h 3 min. The results of Table 2 show that the memory over-
head associated to the construction and the storage of the L and U factors of the implicit matrix is acceptable while the gain
in computing time ranges from 3.7 to 6.2 for the considered threshold values of the geometric criterion cg .

6.2. Exposure of head tissues to a localized source radiation

We now consider a more realistic problem which is concerned with the simulation of the exposure of a geometrical model
of head tissues to an electromagnetic wave emitted by a localized source. Starting from MR images of the Visible Human
project [22], head tissues are segmented and the interfaces of a selected number of tissues (namely, the skin, the skull
and the brain) are triangulated. Different strategies can be used in order to obtain a smooth and accurate segmentation of
head tissues and associated interface triangulations. A first strategy is to use a marching cube algorithm [17] which leads
to huge triangulations of interfaces between segmented subdomains. These triangulations can then be regularized, refined
and decimated in order to obtain reasonable surface meshes, for example using the YAMS [12] re-meshing tool. Another
strategy consists of using a variant of Chew’s algorithm [5], based on Delaunay triangulation restricted to the interface,
which allows to control the size and aspect ratio of interface triangles [2]. Surface meshes of the skin, skull and brain result-
ing from such a procedure are presented on Fig. 4. Then, these triangulated surfaces are used as inputs for the generation of
volume meshes. In this study, the GHS3D tetrahedral mesh generator [13] is used to mesh volume domains between the var-
ious interfaces. Note that the exterior of the head must also be meshed, up to a certain distance from the skin. The compu-
tational domain is here artificially bounded by a sphere on which the Silver–Müller condition is imposed. Moreover, a
simplified mobile phone model is included and placed in vertical position close to the right ear (see Fig. 5).

In the present case, the constructed geometrical model involves four tissues (skin, skull, CSF – Cerebro Spinal Fluid, brain)
and the global tetrahedral mesh consists of 316,172 vertices and 1,889,982 tetrahedra. The minimum and maximum lengths
of the mesh edges, are respectively, equal to 0:0625 mm and 23:814 mm (in the vacuum zone). The smallest elements
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Fig. 8. Exposure of head tissues to a localized source radiation. Time evolution of the Ez component at selected points in free space (top) and in the brain
(bottom).
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are located in the skin depth on one hand, and between the bottom surface of the antenna and the top surface of the metallic
box on the other hand. The minimum and maximum values of the time step are respectively equal to ðDtÞm ¼ 0:023 picosec-
onds and ðDtÞM ¼ 16:02 picoseconds (the ratio d ¼ ðDtÞM=ðDtÞm ¼ 696). The distribution of the criterion (26) for the tetrahe-
dral mesh at hand is shown on Fig. 6. The characteristics of the tissues are summarized in Table 3 where the values of the
electrical permittivity correspond to a frequency F = 1800 MHz and have been obtained from a special purpose online data
base. We assume here that the tissues are non-conducting although it is clear that for a more realistic modeling of the prop-
agation, conductivity should also be taken into account. Finally, a dipolar type source is localized between the bottom surface
of the antenna and the top surface of the metallic box yielding a current of the form (xd is the localization point of the
source):

Jzðx; tÞ ¼ dðx� xdÞ sinðxtÞ ð27Þ

which is discretized according to the discontinuous Galerkin formulation discussed in Section 3.
Numerical simulations have been conducted on a cluster of 20 Intel Xeon 2.33 GHz based nodes interconnected by a high

performance Myrinet network. Each node consists of a dual processor quad core board sharing 16GB of RAM memory. We
report on results obtained using the fully explicit DGTD-P1 method and the hybrid explicit–implicit DGTD-P1 and DGTD-P2

methods. A single value of the criterion (26) has been considered for the definition of the subsets Si and Se (see Table 4). For
this selected threshold value, only 1.7% of the mesh elements are treated implicitly. The physical simulation time has been
fixed to six periods of the temporal signal of (27). A discrete Fourier transform of the components of the electric field is com-
puted during the last period of the simulation. Contour lines of the module of the real part of the discrete Fourier transform
of E (denoted by RðDFTðEÞÞ on the skin, skull and brain surfaces for the approximate solutions resulting from the hybrid ex-
plicit–implicit DGTD-P1 and DGTD-P2 methods are shown on Fig. 7. Time evolutions of the Ez component at two selected
points in the free space near the ear and in the brain are compared on Fig. 8. One can note on this figure that the approximate
solutions resulting from the fully explicit and hybrid explicit–implicit methods are almost indistinguishable. The simulation
using the fully explicit DGTD-P1 method has been conducted on Ns ¼ 64 cores of the above-mentioned cluster for a total
computing time of 38 h 43 min. Performance results for the simulations based on the hybrid explicit–implicit DGTD-P1

and DGTD-P2 methods are summarized in Table 5. Note that these simulations have been performed on 16 and 32 cores.
For this problem, the hybrid explicit–implicit DGTD-P1 method allows a reduction of the computing time by a factor of
56 if with assume a linear parallel speedup for the fully explicit DGTD-P1 method to evaluate a reference time on 16 cores.
Such an assumption is reasonable for the fully explicit method but dose not apply to the hybrid explicit–implicit method as
can be seen in Table 5 in the case of the DGTD-P2 method. The observed suboptimal parallel speedup is probably due to the
use of sparse direct solver for the implicit system.

7. Conclusion

We have presented the results of a study aiming at overcoming the grid-induced stiffness in high order DGTD methods
formulated on non-uniform simplicial meshes for the solution of the system of time domain Maxwell equations. For that
purpose, we have adopted an hybrid explicit–implicit time integration strategy. First, the elements of the underlying mesh
are assumed to be partitioned into two sets according to an appropriate geometric criterion. Then, the time integration
method considered here combines an implicit Crank–Nicolson scheme applied to the semi-discretized equations associated
to the mesh elements belonging to one of the subsets (typically, the elements localized in the refined zones of the mesh),
with an explicit Leap–Frog scheme applied to the semi-discretized equations for the elements in the complementary subset.
The resulting strategy is a component splitting based CNLF (Crank–Nicolson–Leap–Frog) DGTD method following the termi-
nology adopted in Ref. [26]. A stability analysis of the hybrid explicit–implicit DGTD method using energetic considerations
shows that the reference (global) time step can be computed from a condition essentially ensuring that the Leap–Frog
scheme alone is stable for the mesh elements of the corresponding subset. The temporal convergence of the CNLF time inte-
gration scheme has recently been studied in Ref. [26] where a convergence condition is derived that guarantees second-order
temporal convergence uniformly in the spatial discretization parameter. The accuracy of the CNLF DGTD method has been
assessed here numerically in the 2D case by considering wave propagation problems for which analytical solutions are
available.

Table 5
Exposure of head tissues to a localized source radiation. Performance results for the hybrid explicit–implicit DGTD-Pi method. Reference time for the fully
explicit DGTD-P1 method on Ns ¼ 64 cores: 38 h 43 min.

Method Ns RAM (LU) (GB) Time (LU) (s) Total time

DGTD-P1 16 1.2 89.0 2 h 40 min
DGTD-P2 16 3.7 696.0 13 h 45 min

32 2.2 598.0 8 h 42 min
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Numerical simulations of realistic 3D propagation problems involving locally refined tetrahedral meshes have demon-
strated that the proposed CNLF DGTD method allows to reduce significantly the overall computing time as compared to a
fully explicit DGTD method, and as long as a rather small number of the mesh elements are treated implicitly (typically a
few percent) which is often the case in practical situations involving irregularly shaped objects and material interfaces. How-
ever, despite these encouraging results, several points still deserve to be addressed in order to obtain a more accurate and
more efficient solution strategy:

� the temporal accuracy could be improved by studying the possibility of combining a high order Leap–Frog scheme [24]
with a higher order implicit scheme [16], or by considering alternative hybrid explicit–implicit time integration strategies
such as those studied in Ref. [7].

� In all the numerical experiments discussed in this paper, the threshold value for the geometric criterion cg used for the
definition of the subsets Se and Si has been set statically. This threshold value impacts both the accuracy (more precisely,
the numerical dispersion) of the CNLF DGTD method and its overall computational cost (computing time and memory
overhead). Clearly, obtaining an auto-adaptive solution strategy which optimizes both aspects would be an asset. In par-
ticular, the reference (global) time step ensuring the stability of the method could be adapted dynamically in order to con-
trol the numerical error. The use of embedded time integration schemes can facilitate this task as demonstrated in Ref.
[15] in the context of explicit–implicit Runge–Kutta (IMEX-RK) methods.

� Parallel computing is a mandatory path for large-scale 3D simulations and is well mastered for fully explicit solution
methods for the time domain Maxwell equations. However, the parallelization of hybrid explicit–implicit methods such
as the CNLF DGTD method considered here raises (at least) two difficulties that have not been addressed in this paper. On
one hand, the separation of mesh elements into two subsets induces load balancing issues. Indeed, since the explicit–
implicit time integration scheme is a sequential process (see algorithm (13)), the partitioning of the mesh should not sim-
ply aims at balancing the mesh elements taking into account a single weight related to the local computational load (i.e.
explicit or implicit element). Instead, an appropriate two-constraint partitioning problem aiming at balancing both the
explicit and implicit elements should be formulated. On the other hand, a scalable solver must be considered for the linear
system associated to the implicit elements.
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